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1 INTRODUCTION

Despite the ever-strong demand for mental health care globally, access to traditional mental health services remains
severely limited expensive, and stifled by stigma and systemic barriers [1, 22, 23]. Thus, over the last few years, young
people are increasingly turning to content on video-sharing platforms (VSPs) like TikTok and YouTube to help them
navigate their mental health journey [8, 9]. Such content is not only readily accessible and free of charge, but they
contain easily digestible information through audio and visual affordances within these platforms [24, 27]. If done right,
content on video-sharing platforms can be a significant asset to the growing field of digital mental health, as it can
provide non-judgmental and democratized access to mental health help and advice to all, within the privacy of their
realms [18, 21]. However, navigating towards trustworthy information relating to mental health on these platforms
is challenging, given the uncontrollable and unregulated growth of dedicated mental health content and content
creators catering to a wide array of mental health conditions on these platforms. One reason for this is the relatively
low barrier of entry in creating mental health content on video-sharing platforms compared to other online-based
resources (such as blog posts). Consequently, many reports have emerged that mental-health-related videos containing
misinformation (referred to henceforth as mental health misinformation) are rampant on these platforms [8, 19]. Here,
we define mental health misinformation as false or misleading information about mental health and illness, including
diagnosis and treatment of these challenges, irrespective of the intention of those spreading such information. An
example of mental health misinformation regarding bipolar found on video-sharing platforms is shown in Figure 1.
In this publicly available TikTok video where the screenshot from Figure 1 is taken, the presenter presents anecdotal
symptoms which they suggest are indicative of type 2 bipolar. This video contains several key markers indicative of
mental health misinformation:

• They do not have relevant medical qualifications to back these statements, nor do they disclose their lack of
qualifications anywhere within the video or its description
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Fig. 1. Example of mental health misinformation on a video-sharing platform. (potentially identifying information has been blurred
out for privacy reasons)

• The symptoms they shared for type 2 bipolar are purely anecdotal and not backed by any official diagnostic
criteria for the condition (e.g. DSM-5)

• They encourage viewers to self-diagnose themselves with type 2 bipolar by prefacing the video with "Signs You
Might Have Bipolar Two"

There has been extensive work has been done on understanding and mitigating misinformation content on text- and
image-based social media platforms such as Facebook, Twitter, and Instagram for a variety of topics [6, 7, 12, 13, 15, 16].
However, while the virality and popularity of content on video-based social media platforms are significant, few works
have focused on understanding how and mitigating the spread of mental health misinformation on video-sharing
platforms. The widespread dissemination of mental health misinformation can have serious consequences. Broadly
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speaking, these include stigma and discrimination towards those with mental illness, the perpetuation of harmful beliefs
and practices related to mental health care, misdiagnosis, and delay or avoidance of effective treatment [4, 17]. For
example, the spread of mental health misinformation on TikTok has led to the recent rise in the self-diagnosis of severe
mental health disorders such as bipolar disorder, ADHD, etc. [2]. Thus, we argue that understanding and mitigating
mental health misinformation on video-sharing platforms is crucial for reducing such dangerous self-diagnosis. In
addition, doing so will ideally increase trust and credibility in video-sharing platforms as a reliable and accurate
resource for digital mental health among young people. However, there are many challenges and open questions toward
achieving such an ideal.

2 RELATEDWORKS

2.1 Misinformation on Video-sharing Platforms

Given the popularity of video-sharing platforms in recent years, there is an emerging thread of research focusing on
misinformation hosted within these platforms. Works lying on this thread have focused on measuring the prevalence of
topical misinformation content [5, 11], detecting filter bubbles that lead viewers down a rabbit hole of misinformation
content [10, 20], and detecting misinformation videos through automated means [14, 25].

2.2 Mental Health (Mis)information on Video-sharing Platforms

Compared to other topics, academic research on mental health information and misinformation on video-sharing
platforms are sparser, and to the best of our knowledge, limited to content analysis of the relevant videos [3, 26]. For
instance, Yeung et al. [2022] examined the top 100 popular videos on TikTok regarding ADHD [26]. They found that
more than half of the videos were misleading, whereas only around 20 percent of the videos were labeled as ’useful’

3 OPEN QUESTIONS

Synthesizing the related works presented above, we now present some open questions we think are important to the
understanding and mitigation of mental health misinformation on video-sharing platforms

• How does “bad” mental health content differ from “good” mental health content in terms of virality? framing?
user responses? Relatedly, how do we define what constitutes “good” and “bad” mental health information,
given the rapidly evolving science in this field?

• How do platform affordances impact the spread of mental health misinformation on them?
• How can we design effective interventions against mental health misinformation on video-sharing platforms?

On this note, what are the strengths and limitations of conventional content moderation approaches when
applied to this sensitive domain? What moderation strategies would work and which ones wouldn’t?

• How can we build effective machine learning models for detecting videos containing mental health misinforma-
tion on video-sharing platforms?

• How do recommendation algorithms embedded in video-sharing platforms (e.g. TikTok’s For You Page, Youtube’s
Autoplay) affect people’s search for mental health content? Do watching mental health misinformation on these
platforms lead young people down a rabbit hole?

• How do we empower psychiatrists in fact-checking mental health misinformation on video-sharing platforms
• How do we ensure online platforms continue to remain safe spaces for seeking and providing mental health

help, with undertaking efforts that curb or reduce the impact of misinformation on these issues?
3
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• Could efforts to mitigate the harms of mental health misinformation have chilling effects on those who intend
to help others with mental health struggles online?

We believe research projects that properly address these open questions will play a crucial role towards understanding
and mitigating mental health misinformation on video-sharing platforms. Such results would, at the same time, increase
credibility and trust in video-sharing platforms as an asset for digital mental health.

4 CHALLENGES

Below are some of the challenges we envision when studying video-sharing platforms. We seek to foster discussion on
how to tackle these challenges during our participation in the workshop.

• Most video-sharing platforms, such as TikTok and YouTube, either have no official APIs or official APIs that are
severely limiting in accessibility and capabilities. However, studying them through unofficial APIs and other
technical solutions may bring about ethical as well as legal challenges.

• The multimodal nature of VSP content (music, speech, visuals, textual comments) makes it significantly more
difficult to automatically detect misinformation compared to text-only content that is predominant on other
social media platforms.

• Assessing what is ground truth for mental health misinformation is challenging, as the scientific knowledge
and landscape itself have differing perspectives at times, especially given the subjective experience of mental
illness and the subjective nature of the psychiatric treatment.

5 WORKSHOP PARTICIPATION

As a group, we have over a decade’s worth of experience working toward understanding and fostering human well-being
and safety on social media platforms. Participating in this workshop, we hope to contribute our insights on how to
foster credibility, trust, and safety on video-sharing platforms. We also hope to gain insights from workshop participants
on how best to solve the open questions we posed above, with a view toward design and technical solutions to mitigate
mental health misinformation on video-sharing platforms.
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